
 Datasets n train/test Binary target
TUH Abnormal Corpus (TUAB) 2711 / 274 Pathological abnormality
Healthy Brain Network (HBN) 2300 / 411 Low or High Functioning (CGAS)

Dataset Subsampling to balance age and sex

 

Self-supervised learning for encoding pathological 
between-subject information in EEG data

 

The use of neural signals such as those measured by EEG for pathology detection has 
been an enduring goal with the potential for high clinical relevance. Deep learning has 
enabled considerable progress in various fields, but requires large, labeled datasets, 
which are unavailable in clinical neuroimaging. Self-supervised learning allows for 
pretraining with unlabeled data and may therefore be a promising approach for 
label-scarce pathology data. Initial applications to EEG data are promising [1-3], but 
important questions remain, which we aim to address in the present work:

1. If only between-subject pathological information is of interest, can we improve 
existing SSL approaches?
2. Can SSL methods effectively differentiate between healthy and diseased populations 
using unlabeled data?
3. Can SSL address the issue of small pathological datasets via transfer learning or data 
fusion?

● Using subject identities for SSL can simplify the methodology and improve 
pathology detection.

● SSL can benefit from pretraining on pathological data yet improvements are 
modest.

● Directly transferring pretrained models does not consistently help in identifying 
pathology, which may be due to investigated methods scaling poorly with 
pretraining sample sizes.

The similar performance of diverse methods, the surprising relative performance of 
untrained CNNs, and poor scaling despite dramatic increases in dataset sizes, 
indicate that learned features are of relatively low complexity. Future work may 
benefit from focusing on either clinically-relevant features or improving the scaling 
of models, as opposed to more sophisticated data fusion methodology.
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Data Augmentations [1]
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Data fusionTransfer learning

(TUAB+HBN) → HBN

Average gain over subsets
0.01 ± 0.02 / <0.01 ± 0.02

Average gain over subsets
-0.01 ± 0.01 / 0.01 ± 0.01

Average gain over subsets
<0.01 ± 0.02 / <0.01 ± 0.05

Average gain over subsets
0.03 ± 0.05 / 0.03 ± 0.05

TUAB → HBN

HBN → TUAB (HBN+TUAB) → TUAB
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~27x increase in pretraining data 
yields up to average +0.015 AUC

~23x increase in pretraining data 
yields up to average +0.015 AUC
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…Possibly due to poor scaling with pretraining sample size

Unreliable Effects of including transfer learning or data fusion

Effect of including pathological data when pretraining

Comparison with baseline methods

Comparison of SSL methods for pathology

SSL Pretraining Methods
Augmentation-based: SimCLR, BYOL, VICReg, ContraWR [3]
Subject-based: SubCLR

HBN


