
• Precision medicine has the potential to enhance patient treatment 
efficacy. Both patient diagnostic and prognostic stages can be augmented 
with the use of model derived predictions.  In a personalized approach to 
treatment selection, medical decisions are tailored based upon the 
outcomes of similar patient profiles that have been observed in large data 
sets1.  

• The extent to which models that show good performance in one clinical 
setting generalize to new patients in other contexts has been called into 
question. Recent studies have shown that in cross trial generalization 
tests, models showed poor classification accuracy despite performing 
above chance when tested within the same clinical trail sample that was 
used for model development2,3. 

• Pitfalls during model development such as overfitting4 and data leakage 
between train and test can lead to biases which potentially overestimate 
model performance. Likewise, clinical trial datasets often represent an 
inaccurate reflection of patient population characteristics, due to their 
stringent inclusion/exclusion criteria. 

• We found that prediction models reached a fair to high level of accuracy when built and tested within an individual clinical setting - replicating previous 
clinical prediction models built with patient data from a single clinical context1,5. In contrast however, whenever patient data from separate outpatient 
clinics was aggregated into a single sample and model generalizability across each clinic was assessed as a held out test set, model performance was poor. 

• Despite the use of a more ecologically relevant dataset, a robust training, validation and testing framework, and strict control over data leakage between 
training and testing sets, cross clinic generalization was poor.  

• These results call into question the ease with which treatment outcome prediction models can be utilised across different outpatient clinics. 
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Clinical Prediction Models show Poor Generalization across a 
Naturalistic Sample of Outpatient Clinics.
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• A heterogeneous sample of patients with ICD-10 F3 and F4 diagnoses 
was collected from a selection of university outpatient clinics from 
numerous locations across Germany as part of the KODAP Network. 

• We used a machine learning framework for model construction.

To what extent do treatment outcome prediction models 
generalize across outpatient clinics in a naturalistic sample? 
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Within-clinic generalization

Mixed-clinic generalization

Leave-one-clinic-out generalization

Feature importance similarity across clinics

We found fair to 
excellent within sample 
model generalisation 
across each of the 
clinics (mean AUC: .65, 
range: .56 - .83).

Iterating across each clinic 
and leaving one out as a 
testing set,  we found poor 
mean model generalization 
(mean AUC: .53. range: 
.46-.62).

Each of the eight clinic 
samples combined into an 
aggregated dataset. 
models generalised above 
chance level, but showed a 
lower mean AUC (.59).

We calculated the SHAP values 
for each clinic and correlated 
feature importance across 
each of the eight clinics. Results 
showed both similarities and 
differences between pairs of 
clinics. 

Training/test split. 
Training further split into Train/
Val sets via 100x10 k-fold CV. 
Imputation and normalization 
values derived from the test 
set. 
Logistic regression with Elastic 
Net regularisation used. 


